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[ o 4 The Army' s SMART I nitiative:
) Simulation & Modeling for Acquisition, Requirements & Training

enabled by robust,
collaborative use of
simulation technology that is
TEEIISL CHa integrated across acquisition

‘ phases and programs.”
SIBA

SIMULATION BASED ACQUISITION

requirements, training, and
acquisition communities.
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SBA & SMART are much more than just technology

Culture ——

- Enabled integrated | acquisition
process teams culture

Break the » Changing roles &
Stovepipes” responsibilities

lterative
: acquisition
“Collaborative |__process

Ana]ySIS" « Rapid evaluation of

multiple options

- Collaborative
distributed engineering

 Electronic exchange
of system models

» Seamless integration of

~engineering disciplines
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engineering &
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The Army Transformation
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... The Army is transforming itself and M&S will play an important role
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AMC RDEC Federation Vision

e Todevelop an AMC-wide distributed modeling and ssimulation
environment that will permit the overall resear ch, development and
acquisition community to have wide access, linkage, and integrated
use of a diverse set of models and ssmulator s available at each of the
federation partner laboratories/facilities.

e To provide a capability for representing and evaluating, through
distributed modeling and simulation, a wide range of technologies,
military systems, mission equipment, and battle space capabilities.

* Toprovide acapability for addressing issues from both an
Individual platform and system-of-systems per spective for the optimal
development, integration, and evolution of infor mation,
communication, mission equipment, weapon systems, and platform
technologies.






Common Objective: smulate & experiment as we fight
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STRICOM

TARDEG

TARDEC

CERDEC/

@ Monmouth
CECOM/
NVESD
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Army Research
Laboratory

M&S used

IDEEAS

NGPM

Vulnerability Server
MP-ERM

DIFM

CBPOP

DI-Sim

APS Server

Missile Server
HLASIM
STRIVE/ITEMS
ATCOM

Urban Sprawl Server
FlightLab
TIM/IUGS/SAR/ISAT

NRMM

OneSAF TestBed
JSAF/ModSAF/DISAF
Hi-Res Terrain

Paint the Night/NVTHERM
C4l Stimulation Tools
Reconfigurable Simulators
Data Analysis Tools
FIRESIM

Stealth

HLA

Functions

Engineering Performance
Component Models

6-DOF and Flight Models
Interior Geometry

Urban

Robotics

Human Factors
Sensors/Targeting/Timelines
Munitions/Lethality/Survivability

Brigade & Below SA/C4ISR &
EAB/Joint Connectivity

Force-on-Force
Soldier-in-the-Loop
Logistics
Sustainment/Deployability
Weather/Obscurants
Mobility

Dismounted Soldiers



AMC RDEC Federation operational assignments

IPT MANAGEMENT
AMC CHAIR: J BYERS
CO-CHAIR: K WELKER

|
PROGRAM MANAGER: I

DON GULLIKSEN

PROJDEV&PLNS SYSENG&INTEGR EXPS& DEMOS COLLAB ENVIRONS TECH ADOPT/ADAPT
G TACKETT R PEI M KELLEY N BUCHER O TRAN
K WELKER P BOUNKER D GULLIKSEN O TRAN R SANDMEYER

Army Materiel Command Headquarters:
Mr. Ken Welker (kwelker @hgamc.army.mil)
Mr. Jack Byers (jbyers@hgamc.army.mil)

Aviation & Missile Command

o[ ookslike an org chart Dr. Nancy M. Bucher (nbucher @mail.arc.nasa.gov)
'SIT]E”S Ilkean Ol’g Chart Mr. Greg Tackett (gtackett@redstone.army.mil)
Communications and Electronics Command

ol Sn,t an Org Chart Mr. Richard Pei (peir@maill.monmouth.army.mil)
e|t’'s a new culture... Mr.MikeKeélley (mkelley@nvl.army.mil)
Tank, automotive, and Armaments Command

Mr. Don Gulliksen (gulliksen@pica.ar my.mil)
Mr. Paul Bounker (bounkep@tacom.army.mil)

Simulation, Training, and I nstrumentation Command
Ms. Oanh Tran (Hoang-Oanh Tran@stricom.army.mil)



How does the process change? . .

Cross Platform Integration
(throughout the life cycle)
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- A digital environment for developers and users which is:
- virtual

. low cost and reusable

. participative and distributed g

- available throughout the life cycle

- A standard architecture which permits:
. combinations of modedls, ssmulators and platforms

- distributed plug and play connections
- backward compatibility

A common synthetic environment providing:
- consistent terrain

- joint exercises across organizations/ Services



CECOM

C4I SR Virtual Environment

Demo ﬁ
<:> \Visualization

Area

<+« TACOM

it

E <+—Virtual Prototypes

IsTRICOM

solyde.s) uolesepeS|
= >
O
@)
!




ICM Server A160
SAR/MTI
vul/ Current Sh B IUGS SIGINT/ BPV
Lethaiity APAT =) RFTAGS S
Server Mines, Active Unmanned ommander’ Battle
APLA, Protection EO/IR Ground Interactive Planning
Etc. System Sensors Display Visualization

g

I

g

g

g

g

DIS Network

g

g

g

g

g

g

g

g

F2DSS MP-ERM OICW HLA
OneSAF Gateway DISAF
Fire Effects BLOS Soldier Ver.1 MAK V 3.4/ —
NAWTSC PAM/LAM obotic ApacheLB.
Mat. Fire Rifle Missile econ System
HLA RTI- 1.3 NG V3 Network
Paint the
Night DISIm VTT/ESS
HLA
TUAV/ SEM
FCIUGS DI Soldier FCS P|atf0rm|
uGv L/
EO/IR
SENSORS
- CECOM STRICOM TARDEC ARDEC ARL




—————— o -

" AMC RDECF

- ——
'-r-_

A .

" MTUSAR/SIGINT =

-
.

————
\l/ Sl

L
~yll
S

I —
I ——

AN A AERHIEL )
- “.4 _J lh»\ J

/é

_ =St S
o e M e PP 11 51 A LR e AN A




FOMBLER'S FORD

FOM BLER'S FORD

Ogenchornya River
Ford
Nichevo M ountain

g TR Ry

Dobroy Hill
Starry Hill
Dobroy Village

Fombler’s Ford depicts four dreams in
which a platoon of the Combined Arms
Battle Team protects the Ford in a
defensive position. While in the defense,
the platoon incurs four dreams with
which it engages the enemy. The first
dream presents six Panslav IV as the
advance guard of an enemy tank
battalion approaching the Ford. The
second dream describes three enemy
ATGMs on a hillside above a suspected
enemy strong point. The third dream
depicts two Enemy assault squads
approaching the CP from the south via
the Ogenchornya River. The fourth
dream describes a multiple event in
which four enemy helos approach the
Ford while three flat bed trucks loaded
with refugees and six possible guerillas
approach aroad block near Dobroy Hill.
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1% Dream — anti-armor engagement

Four pairs of radar-equipped robotic rotorcraft equipped
with (MTI) radars take station High above the battalion’s zone
before troops arrive in the theater.

Possible enemy targets are detected moving south. The
targets are automatically classified as Panslav IV tanks by
acoustic and seismic ground sensors deployed by the
battalion.

Cdr receives radio voice transmission stating that
the Panslavs had been identified as the advance
guard of an enemy tank battalion, the main body of
which was moving south some 35 km distant.

Cdr attaches two RBs, mounted on unmanned trucks to
a CV with alean-to. Once in position Cdr launches a
salvo of ten — loitering missiles —to a point overhead

the Panslavs ready to plunge downward at his command.
One master missile carries sensors for BDA.

Battalion commander times the platoons attack on the Panslavs
to coincide with a deep attack by Divarty and Apache Longbows
on the enemy battalions main body.




Robotic Recon

System (RRS)

®

O
&

; Robotic Recon
Manned Combat vehicle

System (RRS)

ﬁ

Manned Combat vehicle

g Enemy ATGM launches missile.

9 APS detects flash. Reports enemy location
On network. RRS slews radar on target and
fires missile to destroy ATGM projectile.

Targeting data computed on other RRS and
sent to Manned Combat Vehicles. CV plots
target and presents option to Cdr to fire

back. Cdrtoggles “fire” switch to destroy
ATGM. Each vehicle scans vicinity for glints
using a netted low power laser, find both
remaining ATGM, fire missiles to destroy them.




Two assault groups advance in a column up the riverbed
from the south at night. One will envelop Dobroy Village
from the southwest to northeast, the other to envelop
west to northeast.

The defense has placed a field of sensors in the gully (B)
called “nettles”, tiny DRaFT that cling to clothing. The
wearer stands out in the beam of radars, and mark them
as an infiltrator.

0 An IV is placed near the ford.

e Two RRS were placed on the flanks.
e Two CVs were placed on the saddle north
of Dobroy Village.

a The other IV was left in the rear.

The defense picks up the enemy column near point (A) with
the left flank RRS, and classified them thoroughly when
they got into the sensor-covered gully.

As the enemy comes up toward
the road, one CV and one IV

are moved to cover (C), and
confront the enemy with superior
firepower (aimed through night
vision devices). A second
method would be to strike the
enemy with anti-personnel RB
missiles.







Key: Create the Sandbox

Create a distributed, collaborative engineering environment:
A “common sandbox”
Everyone gets to play
Rules are set by Mother

Serves cross-cutting needs:

Materiel development community
- Labs/Arsenals
- Contractors

Combat development community

- Branch schools, CAC, etc. :
. coNopsa TTPdeveiopment  <SaNdbOX — version 1.0>

Joint community access




[llustration of the SBA Paradigm

Sandbox
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The Goal: A Virtual Army Research,
Development and Engineering Community
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- Thisisn’t a static environment...

M& S framework must live and evolve with the system
Constructive migratesto virtual
- Sensors may remain constructive until built/tested
Mockups/virtual migrates to demonstrator

- Brassboard to hardware
- Combo of live/virtual/constructive

Training system is planned outgrowth of virtual
- Livelvirtual testing yields training approaches



HLA Compliance

Communications Links




| esson: we all have some work to do...

LIEarly development of models
LIModel reuse from top to bottom

LIModel reuse from start to finish

Development of standards

JAdherence to standards

S— dWiring together existing resources
—models 0
—simulators

—trainers
—|abs

Battle

Engagement

Engineering ,

dWorking horizontally across:

" Common Synthetic Environment Y “Dord opers
HLA Compliance : y - —Customers
—Contractors

Communications Links




